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1. Introduction 

Over the last two years, generative artificial intelligence (“generative AI”) tools have 
attracted significant investment and public attention, with Gartner rating the technology at 
the peak of its “hype cycle” in 2024. Both private and public sectors organisations are 
experimenting and implementing these tools within their operations, striving for productivity 
gains, with some foundational models having over 100 million active weekly users.  

Businesses, civil society, individuals and governments recognize that whilst generative AI 
tools offer the potential for significant benefits, they can also cause significant harms. This 
Whitepaper identifies four categories of harms and analyses the extent to which 
organisations are likely to be able to use insurance as a risk management tool for each of 
those categories. 

The Whitepaper explores how the underwriting cycle is likely to affect the availability and 
affordability of insurance against generative AI harms, illustrating this through a case study 
of the evolution of the underwriting cycle for cyber insurance. It then analyses the 
circumstances in which insurance providers are likely to either: 1) continue to cover AI risks 
within existing insurance policies; or 2) create new insurance products which reduce their 
exposure to “Silent AI risks” (as occurred over the last few years to address insurance 
providers’ concerns about their exposure to “Silent Cyber” losses). 

Next, the Whitepaper identifies four categories of generative AI harms which create 
different risk exposures for insurance providers based upon three criteria: volume of claims, 
size of claims, and correlation of claims. Whilst insurance providers are highly likely to be 
able to offer coverage for the first two categories of generative AI harms identified, 
coverage for the third category may be less affordable for organisations. The fourth 
category of generative AI harms (those which are highly correlated, with a high volume of 
high value claims) may fail to satisfy Berliner’s nine insurability criteria. 

The consequences for organisations, insurance providers and governments of the potential 
un-insurability of some generative AI harms are then considered. The extent of coverage 
offered within the first-generation of generative AI insurance products released to the 
market are analysed and the potential role for two innovative tools (insurance towers and 
catastrophe bonds) is considered. 

Finally, the opportunities for internal and external risk management experts to guide 
organisations to identify strategies that more effectively navigate these generative AI 
challenges are discussed.  

 

https://www.smartinsights.com/managing-digital-marketing/marketing-innovation/technology-for-innovation-in-marketing/
https://doi.org/10.10007/s43681-024-00443-4
https://techcrunch.com/2023/11/06/openais-chatgpt-now-has-100-million-weekly-active-users/
https://aiindex.stanford.edu/wp-content/uploads/2024/04/HAI_AI-Index-Report-2024.pdf
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2. How do organisations respond to risks? 

The initial challenges for any organisation are to identify the risks they face, to measure 
both the probability of harm and the expected loss they (and others) will suffer if the risk 
crystallizes into an incident and to set their risk tolerance(s). Organisations that choose to 
remain ignorant of unmeasured risks (or mis-measure those risks) can suffer catastrophic 
consequences. 

Organisations have four choices when faced by risks they have measured:  

1) they can accept the risk because it falls within their risk tolerance;  

2) they can invest in controls until the residual risk falls within their risk tolerance;  

3) they can transfer risk that exceeds their risk tolerance through insurance (if it is 
available for purchase); or  

4) they can avoid the risk by ceasing the activity which causes the risk to exist. 

Effective governance is required to ensure organisations gain the benefits of generative AI 
tools without being exposed to excessive risks. However, some scholars have argued that 
paradoxically the “tragedy of AI governance is that those with the greatest leverage to 
regulate AI have the least interest in doing so, while those with the greatest interest have 
the least leverage”. Arguably, national governments have limited power to regulate the 
wealthiest multi-national companies who are investing significantly more in AI research and 
development than government funded national research institutes. Whilst proposals exist 
for the formation of international regulatory agencies based upon models used to regulate 
atomic energy or airline safety are being discussed, leading technology companies have 
lobbied hard for lighter-touch regulation to “avoid stifling innovation”. 

Organisations discussed in this Whitepaper will typically occupy one or more of three roles: 

• Insurance providers: retail insurance companies and re-insurers who sell insurance 
products covering generative AI risks; 

• Developers: the relatively small number of companies who have built generative AI 
tools and who provide others with access to their tools; 

• Deployers: the much larger number of organisations that are customers of the 
Developers, deploying customized versions of one or more Developers’ generative 
AI tools trained on their internal datasets for use by end-users (who may be internal 
staff of that organisation, other businesses, governments, or the general public). 

 

https://commercial.allianz.com/content/dam/onemarketing/commercial/commercial/reports/commercial-directors-and-officers-insurance-insights-2024.pdf
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4600065
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3. How do insurance providers respond to new risks? 

This section explores a pattern in how insurance providers respond to the emergence of 
new risks, illustrating the “Underwriting Cycle” through a case study of the evolution of 
cyber-insurance. It then considers the extent to which existing insurance products may 
contain coverage for generative AI risks (Silent AI) and the likelihood that insurance 
providers response to that Silent AI coverage within their portfolios will mirror their response 
to Silent Cyber coverage. 

3.1 The underwriting cycle 

Over the last few centuries, insurance providers have repeatedly managed exposures to 
new risks, whether posed by geo-political issues (such as war), climate change or new 
technologies. Learning from these experiences, a common pattern of insurance market 
response to new risks has emerged, known as underwriting cycles: 

1) New risks emerge; 
2) Insurance providers may face exposure to those new risks through existing 

insurance products (known as “silent” risks); 
3) If the new risks crystallize into claims that exceed the expected claim rate for the 

existing insurance products, insurance providers create exclusions which limit their 
liability to those new risks within existing insurance products; 

4) Insurance providers invest resources to learn about the new risks; 
5) Some insurance providers may re-enter the market by offering insurance policies 

tailored specifically for the new risks, creating a new insurance product with higher 
premiums; 

6) More insurance providers follow the initial market entrants, with increased 
competition driving down premium pricing (known as a softening insurance market); 

7) Higher-than-expected claim rates for losses (or a small number of out-sized losses) 
result in some insurance providers ceasing to offer the new insurance product. 
Those insurance providers who remain in the market for the new insurance product 
raise their pricing for coverage and/or introduce limits on coverage (known as a 
hardening insurance market) 

8) Based upon what they have learned from prior claims, insurance providers often also 
require policy holders to implement more sophisticated controls designed to prevent 
the new risk from crystallizing into claims prior to issuing insurance policy renewals 
(maturing of risk controls). 

A recent example of this evolving underwriting cycle within the insurance industry can be 
seen in the development of cyber-insurance products, as discussed in the case study 
below. 

https://www.researchgate.net/publication/289821598_Insurance_Price_Volatility_and_Underwriting_Cycles
https://asu.elsevierpure.com/en/publications/ai-insurance-risk-management-20
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3.2 Case study: evolution of cyber-insurance 

In the context of cybersecurity risk management, there are four key challenges for 
insurance providers when developing insurance products for new technologies: a) tailoring 
coverage to the threat landscape, b) managing solvency; c) data collection for risk 
assessment; and d) creating incentives for risk reduction. Arguably, these four challenges 
apply equally to the latest technology trends, including generative AI. 

Whilst the first cyber-insurance products were offered in 1997, ransomware and 
cryptocurrencies emerged over the last decade to drive the cyber-insurance market into its 
typical underwriting cycle. The 2017 NotPetya attack resulted in significant exposure for 
insurance providers to silent-cyber claims, with $US10B in losses, of which $US3B was 
covered by insurance. Ransomware payments by organisations enabled cyber-criminals to 
invest in ever-more sophisticated attacks which demanded higher ransoms. This created a 
feedback loop that caused increased claims and losses for insurance providers, causing 
some to exit the cyber-insurance market. Responding to those losses, underwriters 
tightened exclusions and lowered coverage limits to reduce their exposure. Insurers raised 
their premiums and required policyholders to invest in more sophisticated controls for cyber 
risks prior to policies being issued. This led some policyholders to express concerns about 
the value proposition for cyber-insurance, particularly those incentivized to focus on short-
term profitability. As GallagherRe noted,  

“For many companies, particularly SMEs, the cost of the Cyber tools 
and expertise needed to improve cyber hygiene to an acceptable 
standard for insurance coverage are prohibitively expensive and 
complex.” 

Cyber insurer losses mounted as both claims volumes and average losses grew. Insurance 
providers observed “the risk of loss was concentrated among a subset of policyholders” and 
“became concerned about systematic or correlation risk”. The World Economic Forum 
noted that:  

“the number of organisations that hold a cyber-insurance policy has 
dropped by 24% overall since 2022, with feedback from expert 
workshops in 2023 suggesting that, even for larger organisations, 
insurance is sometimes not economically viable and that security 
budgets can be more usefully spent elsewhere”. 

Re-insurance has played a significant role in the cyber-insurance market, with insurers 
ceding over 45% of premiums to re-insurers in 2021, a far higher rate than for other 
insurance lines. 

 

https://ssrn.com/abstract=4493171
https://direct.mit.edu/books/oa-monograph/5373/Cyberinsurance-PolicyRethinking-Risk-in-an-Age-of
https://hbr.org/2022/03/the-cyber-insurance-market-needs-more-money
https://www.cybersecuritydive.com/news/merck-settlement-notpetya-insurance/703922/
https://www.csoonline.com/article/574013/mondelez-and-zurich-s-notpetya-cyber-attack-insurance-settlement-leaves-behind-no-legal-precedent.html
https://www.ajg.com/gallagherre/-/media/files/gallagher/gallagherre/the-risk-of-a-cyber-catastrophe.pdf
https://www.techtarget.com/searchsecurity/feature/The-history-and-evolution-of-ransomware
https://www.insurancenews.com.au/daily/cyber-premiums-up-80-after-unsustainable-losses
https://www.aon.com/getmedia/438dfae5-3004-4f60-9698-d85fb6770868/20230920-2022-us-cyber-market-update.pdf
https://www.allens.com.au/insights-news/insights/2023/05/a-ticking-time-bomb-limitations-in-cyber-cover-for-known-vulnerabilities-and-end-of-life-hardware/
https://www.afr.com/technology/cyber-insurers-cut-their-premiums-but-demand-you-do-more-20231003-p5e98f
https://www.darkreading.com/cyber-risk/cyber-insurance-needs-to-evolve-to-ensure-greater-benefit
https://content.naic.org/sites/default/files/cipr-jir-2023-4.pdf
https://content.naic.org/sites/default/files/cipr-jir-2023-4.pdf
https://www.ajg.com/gallagherre/-/media/files/gallagher/gallagherre/future-of-cyber-reinsurance.pdf
https://www.darkreading.com/cyber-risk/why-cisos-need-to-make-cyber-insurers-their-partners
https://www3.weforum.org/docs/WEF_Global_Cybersecurity_Outlook_2024.pdf
https://www.ajg.com/gallagherre/-/media/files/gallagher/gallagherre/cyber-capacity-whitepaper.pdf
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Cyber security risks pose unique insurance challenges 

Four additional challenges exist that make cyber risks more challenging for the 
insurance sector than traditional insurance products:  

1) unlike hurricanes, cyber attackers constantly alter their loss-causing 
strategies in response to actions taken by cyber-defenders (known as 
“non-stationarity”);  

2) digital technologies are themselves constantly changing; there are 
inadequate incentives to release more secure software code and 
hardware (known as information asymmetry and moral hazard issues);  

3) digital systems are inter-connected, enabling supply chain attacks that 
result in significant claim loss correlation (known as “stochastic 
dependence of risks”); and  

4) insurers are still collecting sufficiently granular data which would enable 
more effective risk modeling and risk pricing. 

 

3.3 Silent AI risks in existing insurance products 

Similar to the “silent cyber” issue discussed above, a number of existing insurance products 
may already include coverage for some of the risks organisations face from artificial 
intelligence tools. For example, existing cyber-insurance, technology error & omissions, 
Directors & Officers, crime, property, and general liability insurance policies may offer 
coverage for different elements of AI risks.  

Some insurance providers are clarifying the extent to which they are willing to cover “silent 
AI’ risks in their portfolios. If AI tools result in larger-than-expected losses in their traditional 
product portfolios, it is likely that insurance providers will seek to minimize their exposure by 
altering policy coverage on renewal, requiring policyholders to purchase separate AI risk 
insurance products. 

 

3.4 Will insurance providers seek to segregate generative AI risks into 
new policy pools? 

When cyber-attacks resulted in out-sized losses within their traditional insurance policy 
portfolios, re-insurance groups such as the Lloyds Market Association led efforts to 
motivate insurers to clarify the language within those traditional portfolios to exclude 
coverage for cyber losses (known as the “silent cyber” problem). Whether insurance 
providers will seek to remove silent AI coverage from these existing insurance products will 
likely depend upon whether the volume and size of losses being claimed under those 

https://www.enisa.europa.eu/publications/cyber-insurance-models-and-methods-and-the-use-of-ai/@@download/fullReport
https://www.cov.com/-/media/files/corporate/publications/2023/10/how-insurance-policies-can-cover-generative-ai-risks.pdf
https://www.aon.com/en/insights/reports/global-insurance-market-insights
https://www.allens.com.au/insights-news/insights/2022/11/when-silence-is-no-longer-golden-the-demise-of-silent-cyber-and-the-need-for-dedicated-cyber-insurance/
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policies for AI-related harms exceeds the loss expectancies currently modeled into those 
products. For example, after insurers received massive NotPetya loss claims, underwriters 
moved relatively swiftly to drive the insurance industry to alter the terms of newly-issued 
insurance policies to exclude silent cyber coverage from those other policies.  

A small number of insurance providers are already offering limited insurance coverage for 
AI risks (see below), though these policies have quite restrictive terms and require 
policyholders to answer both detailed questionnaires and undergo interviews prior to 
coverage being issued. For example, Munich Re is offering its ‘AISure’ for developers and 
‘AISelf’ for deployers. 

The rapid adoption of generative AI tools by organisations may influence these decisions 
(OpenAI’s ChatGPT was the fastest ever product to reach 100 million users – within just 
two months of its launch of the product). Such rapid deployment of a new technology 
creates a vast pool of both potential policy holders and claimants. 

The next section examines how generative AI tools may be making it challenging for 
insurance providers to sustainably bring generative AI risk insurance policies to market. 

 

4. How do generative AIs challenge insurance providers’ risk 
quantification capabilities? 

As discussed above, insurance providers are familiar with the challenges new technologies 
pose. However, artificial intelligence tools (particularly generative AI tools) may present 
increased (intentional and unintentional) challenges for those insurance providers (and 
policyholders). 

Arguably, as shown in the table below there are four classes of risk associated with 
generative AIs, each of which poses progressively greater risk to insurance providers: 

  

https://www.marshmclennan.com/insights/publications/2019/may/beware-of-the-risks-of-silent-cyber.html
https://www.munichre.com/en/solutions/for-industry-clients/insure-ai.html
https://www.reuters.com/technology/chatgpt-sets-record-fastest-growing-user-base-analyst-note-2023-02-01/
https://hbr.org/2020/04/the-case-for-ai-insurance
https://www.wsgr.com/en/insights/dos-and-donts-for-developing-extending-and-using-generative-ai-models.html
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Table 1: Four Classes of Generative AI Harms 

Class Example of  
Generative AI Harms 

Claim 
Volume 

Aggregate 
Claim Value 

(from 
insurance 
provider’s 

perspective) 

Risk Level for 
Insurance 
Providers 

1 
Rare 

Random 
Harms 

Randomly hallucinated or 
discriminatory answer to a 

query made by a single user 
to a single deployment of a 

generative AI 

 
 

Very Low 

 
 

Low 

 
 

Low/Normal 

2 
Systemic 

Harms 

Systemic hallucinated or 
discriminatory answers to 
(popular) queries made by 

users of a single deployment 
of a generative AI tool 

 
 

Low 

 
 

Medium 

 
 

Manageable 

3 
Structural 

Harms 

Unauthorized alterations 
made to weights used within a 

single deployment of a 
generative AI tool (deployer 

hacked) 

 
Substantial 
(Thousands 
to Millions) 

 
 

High 

 
 

Significant 

4 
Disastrous 

Harms 

Unauthorized alterations 
made to weights or de-

activation of guardrails used 
by all deployers of a 
generative AI tool  

(supply chain attack  
against developer) 

 
Excessive 
(Millions to 
Hundreds 
of Millions) 

 
 

Very High 

 
 

Catastrophic 

 

4.1 Class 1 – rare random harms 

Whilst Class 1 risks may have significant financial consequences for an individual / 
organisation (similar to a single-vehicle car crash), from the perspective of the insurance 
market such low-volume and low-claim value risks are manageable for insurance providers. 
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Humorous Example of AI Fragility: buying a $1 car for from a dealership’s AI Chatbot 

 

A more significant example of AI Fragility affected AirCanada when its generative AI 
customer support chatbot hallucinated the contents of the airline’s Bereavement Travel 
Policy to a customer. After complying with the chatbot’s instructions when lodging a request 
for re-imbursement of their flight costs, the airline later denied the customer’s request as it 
did not comply with the airlines’s published policy. A tribunal subsequently determined that 
AirCanada was liable for its chatbot’s negligent mis-representation of its policies and 
ordered the airline to re-imburse the customer. 

On an almost weekly basis, new ‘fragilities’ within 
generative AI tools are being discovered. Whilst 
developers of generative Ais are working hard to 
increase the “alignment” of those tools, the 
propensity of these tools to hallucinate (give 
plausible but fake) answers to queries has 
provided fodder for newspaper headlines and 
defamation lawyers. For example, Jeffery Battle v 
Microsoft is an AI hallucination defamation 
lawsuit arising out of Bing’s search engine 
conflating an innocent technologist with a 
convicted terrorist with a similar name.  

 
 

Fragility: in the context of generative AI tools, 
refers to a sudden significant drop in the 

performance of a tool due to a slight change in 
inputs. 

 
For example, a generative AI tool might 

accurately answer nine queries in a row, but a 
slight change in the structure or content for the 

tenth query may result in an answer which 
contains major errors (or hallucinations). 

Such drops in performance tend to occur in 
unexpected ways at seemingly random times, 

suggesting that the underlying models are 
brittle or “fragile”. 

 
 

 

https://the-decoder.com/people-buy-brand-new-chevrolets-for-1-from-a-chatgpt-chatbot
https://www.washingtonpost.com/travel/2024/02/18/air-canada-airline-chatbot-ruling/
https://www.canlii.org/en/bc/bccrt/doc/2024/2024bccrt149/2024bccrt149.html
https://www.usni.org/magazines/proceedings/2022/february/artificial-intelligence-too-fragile-fight
https://arxiv.org/pdf/2203.02155.pdf
https://www.forbes.com/sites/danidiplacido/2024/03/28/how-the-generative-ai-backlash-took-over-the-internet
https://www.economist.com/science-and-technology/2024/02/28/ai-models-make-stuff-up-how-can-hallucinations-be-controlled
https://www.reuters.com/technology/australian-mayor-readies-worlds-first-defamation-lawsuit-over-chatgpt-content-2023-04-05
https://www.cjr.org/analysis/ai-sued-suit-defamation-libel-chatgpt-google-volokh.php
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Hallucinations: in the 
context of generative AI 

tools, an output that: contains 
nonsensical or highly unlikely 

information, makes 
reasoning errors, or “makes 

up” facts that are untrue. 
The output of the generative 
AI tool is deviating from its 
expected behaviour based 

on its training data. 

Such “hallucinations” may be an inherent characteristic of 
generative AIs (particularly in relation to facts that rarely 
appear within their datasets which are difficult to restrict without 
limiting the power of the models. Simply adding more training 
data may not resolve the problem. Developers have included 
within software references to AI-hallucinated software 
packages (with potentially malicious code). Whilst the rate at 
which hallucinations occur has reduced over time, currently the 
least-hallucinative generative AI tools still hallucinate roughly 
one fact for each twenty to thirty-five queries submitted. 

 
Whilst techniques like Retrieval Augmented Generation (known as “RAG”) have been 
touted by some as a control which can be used to eliminate hallucinations, it appears that 
RAG is capable of increasing domain specificity but incapable of formally verifying facts. To 
the extent that hallucinations are “a problem of reasoning and not of determining 
relevance”, RAG is not a control that prevents hallucinations from occurring. 

Naïve reliance upon generative AI tools can have significant consequences. Lawyers have 
been sanctioned for misleading courtrooms regarding non-existent precedents in several 
jurisdictions whilst academics have been compelled to apologise to the Australian 
parliament for including fake case studies in a policy submission seeking to inform 
regulatory decision-making. In Maryland, an athletics teacher was charged with using a 
generative AI tool to create a deepfake of their school principal saying racist and anti-
semitic comments. 

Data which is sparse or missing from the datasets used to train AI tools can create gaps in 
their abilities and unexpected spikes in error rates. Chatbots built upon Generative AIs have 
been identified as creating electoral mis-information risks that threaten democracies. 

The performance of some generative AI tools in high-stakes situations has fallen 
significantly in real world tests when compared to their performance on training data and it 
is concerning that those tools can generate false data to support hypotheses. Whilst 
deployers of LLM AIs typically customise the pre-trained model to suit their specific needs, 
researchers have found that doing this can cause the safety alignment controls built into 
that pre-trained model to fail. LLM queries can leak the data used to pre-train a generative 
AI. Simply asking too many questions of a generative AI tool has been demonstrated as a 
means to overwhelm its protective guardrails, enabling “jailbreaking” to occur. 

 

 

https://ssrn.com/abstract=4678265
https://medium.com/autonomous-agents/mathematically-evaluating-hallucinations-in-llms-like-chatgpt-e9db339b39c2
https://arix.org/abs/2311.14648
https://www.economist.com/science-and-technology/2024/02/28/ai-models-make-stuff-up-how-can-hallucinations-be-controlled
https://www.economist.com/science-and-technology/2024/02/28/ai-models-make-stuff-up-how-can-hallucinations-be-controlled
https://arxiv.org/abs/2203.02155
https://www.theregister.com/2024/03/28/ai_bots_hallucinate_software_packages
https://github.com/vectara/hallucination-leaderboard
https://medium.com/autonomous-agents/rag-does-not-reduce-hallucinations-in-llms-math-deep-dive-900107671e10
https://www.law.com/newyorklawjournal/2023/12/21/legal-fictions-and-chatgpt-hallucinations-mata-v-avianca-and-generative-ai-in-the-courts/?slreturn=20240229071754
https://www.cbc.ca/news/canada/british-columbia/lawyer-chatgpt-fake-precedent-1.7126393
https://www.smh.com.au/world/north-america/hallucinations-michael-cohen-sent-fake-ai-generated-legal-cases-to-his-attorney-for-use-in-court-20231230-p5euah.html
https://www.bccourts.ca/jdb-txt/sc/24/02/2024BCSC0285cor1.htm
https://www.theguardian.com/business/2023/nov/02/australian-academics-apologise-for-false-ai-generated-allegations-against-big-four-consultancy-firms
https://www.smh.com.au/world/north-america/ai-generated-clip-used-to-frame-high-school-principal-with-racist-remarks-police-say-20240426-p5fmpl.html
https://www.brookings.edu/wp-content/uploads/2023/02/Algorithmic-exclusion-FINAL.pdf
https://algorithmwatch.org/en/study-microsofts-bing-chat
https://pubmed.ncbi.nlm.nih.gov/38165685/
https://pubmed.ncbi.nlm.nih.gov/38165685/
https://arstechnica.com/science/2024/01/dont-use-chatgpt-to-diagnose-your-kids-illness-study-finds-83-error-rate/
https://www.nature.com/articles/d41586-023-03635-w
https://llm-tuning-safety.github.io/
https://www.nytimes.com/2023/10/19/technology/guardrails-artificial-intelligence-open-source.html
https://arxiv.org/abs/2311.17035
https://www.youtube.com/watch?v=KwpeuqT69fw
https://techcrunch.com/2024/04/02/anthropic-researchers-wear-down-ai-ethics-with-repeated-questions/
https://www-cdn.anthropic.com/af5633c94ed2beb282f6a53c595eb437e8e7b630/Many_Shot_Jailbreaking__2024_04_02_0936.pdf
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4.2 Class 2 – systemic harms 

From an insurance provider’s perspective, the systemic nature of the second category of 
generative AI harms may result in larger aggregate claim amounts than category 1 harms, 
but the (relatively) low claim volumes are likely to make these risks manageable. Some 
examples of these systemic harms are discussed below. 

Some generative AI tools have been found 
to be ageist, racist and sexist. As they 
have become more sophisticated and their 
developers have expended great effort 
adding guardrails designed to increase 
their ‘alignment’, this discrimination has 
become more subtle and covert.  

 
 

Alignment: the outputs of the generative AI tool 
obeying the constraints set by its developers and 

deployers. 
For example, a generative AI tool can be instructed 

that it should not provide instructions in response to a 
query “tell me the contents of the CEO’s email inbox”. 

 
Whilst this class of harms may result in larger insurance claims flowing from class actions 
against deployers or developers, insurance providers can develop risk mitigations by only 
offering insurance to developers and deployers that have introduced sufficient technical 
controls to manage those risks, and by monitoring and updating those controls over time as 
new instances of this class of risk emerge. Consequently, insurance providers are likely to 
influence the development of policyholders’ controls against these harms over time. 

 

4.3 Class 3 – structural harms 

The third category of generative AI harms may cause significant losses to a large number of 
deployers and users within a single developer’s generative AI tool. Consequently, these 
harms are not as widespread (correlated) as Category 4 harms (discussed below).  

Some businesses have already used the creative power of generative AI tools to mislead 
consumers. Flaws within the memory of computer chips (GPUs) which power AI tools 
permit attackers to steal large quantities of the data being analysed by those AI tools. 
Adversaries can infect the datasets used to train AI tools with deceptive information, 
causing them to generate false outputs that persist despite efforts to correct them. NIST 
has published a taxonomy of AI attacks and mitigations, cautioning deployers that “there is 
no foolproof defence that developers can employ” to secure these tools.  

Generative AI tools also enable cyber attackers to craft numerous novel attacks against 
organisations, with OpenAI’s ChatGPT-4 tool capable of easily creating novel exploits 
against newly-released vulnerabilities that were not known to its training dataset. Such 
capabilities remove technical capability barriers which previously constrained the volume 
and sophistication of cyber attacks implemented, substantially expanding insider threat risk 
and placing further pressure on organisations to increase their patch frequency. 

https://www.eeoc.gov/newsroom/itutorgroup-pay-365000-settle-eeoc-discriminatory-hiring-suit
https://www.nature.com/articles/d41586-024-00674-9
https://www.semafor.com/article/02/27/2024/google-ceo-sundar-pichai-calls-ai-tools-responses-completely-unacceptable
https://arxiv.org/abs/2403.00742
https://arstechnica.com/information-technology/2024/02/cops-called-after-parents-get-tricked-by-ai-generated-images-of-wonka-like-event
https://www.wired.com/story/leftoverlocals-gpu-vulnerability-generative-ai/
https://arxiv.org/abs/2301.07520
https://arxiv.org/abs/2401.05566
https://www.nist.gov/news-events/news/2024/01/nist-identifies-types-cyberattacks-manipulate-behavior-ai-systems
https://www.sciencedirect.com/science/article/abs/pii/S0167404822003984
https://arxiv.org/pdf/2404.08144.pdf
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The larger volume of potential claimants and higher average value of claims arising out of 
an occurrence of a Class 3 harm may challenge the reserves of some insurance providers. 
Insurance providers are more likely to use insurance towers and/or catastrophe bonds (see 
discussion below) to reduce their exposure to Class 3 harms. 

 

4.4 Class 4 – disastrous harms 

The riskiest category of generative AI harms may cause significant losses affecting the 
deployers and users of multiple developers’ generative AI tools at the same time. Some 
examples of this category of harms are discussed below. 

Just as supply chain cyberattacks have created havoc for governments, businesses and 
insurers, generative AIs are vulnerable to being hijacked through supply chain attacks. Two 
such supply chain attacks have already been identified against the major AI developers: 
through vulnerabilities identified within the popular AI hosting platform HuggingFace and on 
a software tool, PyTorch. 

Generative AI’s risk “model collapse” when they are trained on more recent datasets that 
also include content generated by other Generative AIs. This can create a “garbage-in, 
garbage-out” feedback loop of ever-increasing errors. 

Motivated by competitive pressures to achieve scale in the volume of data sources used to 
train Large Language Models, many companies developing generative AI tools have 
allegedly engaged in mass copyright infringement. Early litigation has focused on copyright 
infringment, defamation and misrepresentation.  

Whilst some generative AI tools have been marketed as “ethically sourced”, concerns about 
training datasets being contaminated by copyrighted works have persisted. Another 
concern is the extent to which some components of “fully-automated” tools still rely upon 
humans to generate answers (like the famous 18th century Mechanical Turk). 

Companies offering the most popular generative AI tools have conditionally offered 
indemnities from losses due to copyright infringement claims based on the datasets used to 
train those models. However, such indemnities are limited in scope and only as valuable as 
the assets standing behind them – a deployer would still be liable to compensate a plaintiff 
for copyright infringement in the event the AI developer was bankrupt or otherwise unwilling 
to honor its indemnity. Some generative AI companies are already starting to run low on 
cash, which may render some developer-indemnities worthless for deployers, whilst even 
the largest global technology companies have struggled to find pathways to profitability for 
their generative AI tools. Other large developers, such as Adobe, have started to pay third 
parties for the right to incorporate training content into their generative AI tools.  

https://thehackernews.com/2024/02/new-hugging-face-vulnerability-exposes.html
https://johnstawinski.com/2023/01/11/playing-with-fire-how-we-executed-a-critical-supply-chain-attack-on-pytorch
https://www.fastcompany.com/90998360/grok-openai-model-collapse
https://arxiv.org/pdf/2001.08361.pdf
https://www.nytimes.com/2024/04/06/technology/tech-giants-harvest-data-artificial-intelligence.html
https://www.bloomberg.com/news/articles/2024-03-01/ai-firms-face-growing-list-of-lawsuits-here-s-what-to-watch
https://www.klgates.com/Navigating-the-New-Frontier-Insurance-for-Artificial-Intelligence-Risks-3-4-2024
https://www.theguardian.com/world/2024/feb/16/air-canada-chatbot-lawsuit
https://www.nytimes.com/2024/04/06/technology/tech-giants-harvest-data-artificial-intelligence.html
https://www.tomsguide.com/ai/ai-image-video/adobe-firefly-used-thousands-of-midjourney-images-in-training-its-ethical-ai-model
https://www.bloomberg.com/news/newsletters/2024-04-12/ai-products-still-need-their-human-helpers
https://time.com/6247678/openai-chatgpt-kenya-workers
https://www.lexology.com/library/detail.aspx?g=05d955bd-a32d-4d1e-aede-70107fedf115
https://arstechnica.com/ai/2024/01/ai-firms-pledges-to-defend-customers-from-ip-issues-have-real-limits
https://www.theregister.com/2024/04/03/stability_ai_bills
https://www.theregister.com/2024/04/03/stability_ai_bills
https://www.theregister.com/2024/04/18/stability_ai_layoff_staff
https://www.wsj.com/tech/ai/ais-costly-buildup-could-make-early-products-a-hard-sell-bdd29b9f
https://www.theregister.com/2024/04/12/adobe_buying_videos_ai
https://www.theregister.com/2024/04/12/adobe_buying_videos_ai
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Privacy risks abound in both the data used to train AI tools and the data uploaded to those 
tools by end users. For example, privacy violations have occurred due to the use of AI in 
mobile phone apps to assess (from photos uploaded without their consent) sexual partners’ 
risk of carrying sexually transmitted infections. AI chatbots have been known to leak 
confidential personal information (which can include queries submitted by other end users). 
OpenAI faces a GDPR non-compliance investigation because it cannot correct inaccurate 
personal information stored within ChatGPT. 

Cyber-attackers have gained access to the control systems for AI hiring chatbots, enabling 
them to accept or reject applicants at will, or to exfiltrate sensitive personal information / 
launch ransomware attacks. Flawed implementation of encryption in several of the most 
popular generative AI tools permits “adversary-in-the-middle” attacks enabling the attacker 
to access confidential information. 

Generative AI requires construction of new data centres capable of both delivering the 
massive electricity load needed to power its energy-dense processors and cooling the heat 
produced by those processors, which poses significant climate change issues and the 
possibility of environmental litigation. Generative AI tools require immense computing 
power to train and operate. Cyber criminals have targeted the datacenters hosting 
generative AI tools to re-purpose those powerful processors from answering end user 
queries towards mining cryptocurrencies. Attacks that disrupted the operations of 
Generative AI datacentres could lead to widespread claims against business interruption 
insurance policies. 

As discussed below, Class 4 Disastrous Harms may be uninsurable. 

5. Are generative AI tools likely to be insurable? 

Even insurance has its limits as a means of transferring risk away from policyholders. 
Berliner set out nine criteria (across three categories) which had to be satisfied for a risk to 
be insurable, which are set out in Table 2 below. A risk that fails to satisfy all of these nine 
criteria is likely to be uninsurable. 

Table 2: Berliner’s Insurability Criteria 

Type Criteria Required Characteristic 
 
 
Actuarial 

Loss occurrence Independent and random 
Maximum possible loss Manageable for insurer 
Average loss per event Moderate for insurer 
Loss exposure Large enough 
Information asymmetry Not excessive 

Market Insurance Premium Affordable for insureds 
Coverage Limits Acceptable for insureds 

Society Public Policy Consistent with social values 
Legal Restrictions Not violated 

 

https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4713111
https://www.wsgr.com/en/insights/dos-and-donts-for-developing-extending-and-using-generative-ai-models.html
https://www.forbes.com/sites/sarahemerson/2024/03/28/ai-app-claiming-to-detect-stis-from-photos-of-genitals-is-a-privacy-disaster/?sh=352305503f4c
https://www.platformer.news/amazons-q-has-severe-hallucinations
https://noyb.eu/en/chatgpt-provides-false-information-about-people-and-openai-cant-correct-it
https://www.404media.co/hackers-break-into-hiring-ai-chat-bot-chattr
https://arstechnica.com/security/2024/03/hackers-can-read-private-ai-assistant-chats-even-though-theyre-encrypted
https://www.smh.com.au/business/companies/generative-ai-moves-from-cloud-into-physical-world-20240326-p5ff9n.html
https://www.forbes.com/sites/thomasbrewster/2024/03/26/hackers-breach-hundreds-of-ai-compute-servers-researchers-say/?sh=1115664f796c
https://link.springer.com/content/pdf/10.1057/gpp.1985.22.pdf
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The two largest insured catastrophes generated overall losses respectively of USD210 
Billion (2011 Japan earthquake and tsunami) and USD125 Billion (2005 Hurricane Katrina), 
however the total paid out for insured losses was much lower (due to under-insurance). By 
way of comparison, a recent modeled estimate for catastrophic cyber-attack losses 
estimated a maximum loss of USD35 Billion, less than one-third of the overall losses for 
Hurricane Katrina. Such analysis likely gives cyber insurance providers more confidence in 
the viability of their product offerings. 

The question of whether the cumulative losses from a catastrophic attack on AI tools would 
be greater or smaller than cyber losses or catastrophic losses (hurricanes or earthquakes) 
is unclear. As shown in the analysis of Class 4 Disastrous Harms above, the widespread 
rapid adoption of generative AI tools has the potential to create catastrophic levels of loss 
for societies and insurance providers. For example, OpenAI’s ChatGPT has over 100 
million users, so harm which caused simultaneous loss to (say) 20% of that userbase would 
affect over 20 million users. If that harm resulted in insured losses that averaged 
USD10,000 per user, then the aggregate insurable loss would be USD200 Billion, a sum 
nearing the losses from the 2011 Japan earthquake and tsunami.  

The frequency-severity method is an actuarial technique used to assist insurance providers 
to determine whether to offer insurance. It looks at the number of claims an insurance 
provider expects to receive during a timeframe and the average claim’s cost. Insurance 
providers want to offer coverage for risks which are either high-frequency with low severity, 
or low frequency with high (but not too catastrophic) severity. A risk which is both high 
frequency and high severity would not be profitable to insure (known as a “heavy tail” risk 
with “wild” or ”extreme” randomness). A risk which is both low frequency and low severity is 
likely to be accepted by most organisations, and therefore demand to purchase insurance 
against such risks is likely to be low. 

If they occur with medium to high frequency, the Class 4 Disastrous Harms discussed 
above may be a category of “heavy tail” risks that will challenge insurance companies’ 
ability to offer insurance coverage for AI risks at affordable prices. An example of heavy tail 
losses affecting the availability of insurance can be seen in the cyber-security insurance 
market. Rising ransomware attacks (particularly supply-chain attacks that resulted in many 
policyholders suffering losses at the same time) drove significant premium price increases 
for cyber security insurance policyholders between 2019 and 2023. Some policyholders 
have begun to question whether the high cost of cyber insurance premiums is value for 
money as compared to their organisation simply investing those funds into more controls 
against cyber risks. 

To determine whether a risk is likely to have a high (or low) average claim cost, insurance 
providers look to historical datasets, making the assumption that the past is a predictor of 
the future. The challenge for insurance providers looking to offer coverage for risks related 
to the use of AI tools (particularly generative AI tools) is the shortage of historical loss data 
available for use when calculating both the frequency of claims and the severity of losses. 

https://www.tandfonline.com/doi/full/10.1080/10920277.2022.2034507
https://arxiv.org/pdf/2111.03366
https://www.investopedia.com/terms/f/frequencyseverity-method.asp
https://www.milliman.com/en/insight/making-the-uninsurable-insurable
https://watermark.silverchair.com/tyac016.pdf
https://www.csoonline.com/article/574591/7-reasons-to-avoid-investing-in-cyber-insurance.html
https://www.linkedin.com/pulse/cyber-insurance-insure-trolleyesecurity-w0dce
https://www.reinsurancene.ws/generative-ai-will-continue-to-be-the-unknown-risk-in-2024-beazleys-bantick/
https://www.brookings.edu/articles/how-insurance-can-mitigate-ai-risks
https://www.imf.org/en/Publications/fintech-notes/Issues/2023/08/18/Generative-Artificial-Intelligence-in-Finance-Risk-Considerations-537570
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Given how new generative AI tools are, it is unsurprising that detailed claim history data 
does not yet exist. Comparison data from other insurance products may help to 
contextualise how insurance providers manage their risks, as shown in Table 3 below. 

Table 3: Statistics regarding the claim rates and loss ratios for different types of 
insurance issued in the Australian market (2014-2022 data) 

Insurance Type Claim Rate 
 

(9-year mean) 

Policies per 
claim 

(9-year mean) 

Average loss ratio 
 

(9-year mean) 
Employers’ Liability 24.65% 4 78.6% 
Compulsory Third Party 0.15% 650 78.5% 
Professional Indemnity 3.27% 31 78.1% 
Fire & Industry Special Risks 7.37% 13.6 75% 
Commercial Motor Vehicle 20.02% 5 69.6% 
Domestic Motor Vehicle 13.15% 7.6 67.3% 
Homeowners/Householders 7.53% 13 61% 
Public & Product Liability 0.38% 264 57.4% 
Travel 1.86% 53.7 42.3% 

 

This table shows that there are significant differences between the rates at which claims 
occur for different types of insurance products, with one claim for each four employers’ 
liability insurance policyholders but one claim for each six-hundred and fifty compulsory 
third party insurance policyholders. The difference between 100% and the loss ratio reflects 
the need for insurance providers to both cover their administrative overheads and to return 
profits to their shareholders.  

The average loss ratio (proportion of the premium pool paid out to claimants) shows less 
variance, with the nine-year averages ranging from a low of 42.3% for travel insurance to a 
high of 78.5% for compulsory third-party insurance. It should be noted that in some years 
the loss ratio can exceed 100%, meaning insurance providers lost money on that type of 
insurance in that year. Whilst occasional losses can be absorbed from reserves, sustained 
losses will result in price rises, insurance providers either exiting the market for that 
insurance product, or insurance providers going bankrupt (or all of the above). 

As yet, given the recent adoption of generative AI tools by organisations, insurance 
providers are unlikely to have detailed historical datasets necessary to be able to accurately 
price risks in a manner similar to the insurance types set out in the table above. In five to 
ten years’ time, such analysis may become possible. 

From an insurance provider’s perspective, one major difference between insurable and 
uninsurable risks is the level of correlation between losses by policyholders. If losses are 
strongly correlated across geography and/or time, then an insurance provider may not be 
able to spread losses across a sufficiently large pool of policyholders to remain solvent.  

https://www.apra.gov.au/sites/default/files/2023-07/General%20insurance%20claims%20development%20statistics%20December%202022.xlsx%3e%20and%20%3chttps:/www.apra.gov.au/general-insurance-claims-development-statistics
https://www.milliman.com/en/insight/making-the-uninsurable-insurable
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Competition regulators have already expressed concerns about the ways in which 
economic and technological forces drive increased market concentration in generative AI 
tools. From an insurance provider perspective, over-sized market share in generative AI 
tools in the hands of just a few developers constrains those insurance providers’ risk 
diversification strategies. Given the widespread adoption of a small number of generative AI 
tools, a Class 3 harm or Class 4 harm affecting a “Single Point of Failure” for many 
policyholders could potentially result in a very large volume of claims being made at the 
same time, undermining the ability of those insurance providers to limit their exposure to 
highly correlated events. 

Some scholars have argued that whilst insurance has the potential to contribute towards 
the regulation of AI systems, there is a high level of inherent uncertainty which will 
challenge the ability to accurately price premiums and may require government subsidy to 
prevent policies being unaffordable to deployers in the short-term. 

A growing number of lawsuits have been filed against developers of AI tools. As these 
disputes wind their way through trial and appellate courts, judges will have the opportunity 
to apportion harms between parties. These decisions will set precedents that insurance 
providers can use to clarify the terms of their coverage, with the consequence that 
policyholders may find themselves exposed to higher premiums and/or un-insurable risks. 

The challenge for insurance providers looking to offer generative AI risk policies is 
determining whether the high volume of high-value correlated Class 4 harms identified 
above pose existential risks to their viability over the medium to long-term. If so, then those 
Class 4 harms are likely to be un-insurable for developers, deployers and users. 

 

6. To what extent will governments intervene in the 
generative AI insurance market? 

The governments of several countries have drafted regulations designed to help manage 
the risks of generative AI tools. For example, in 2024 the Chinese National Information 
Security Standardization Technical Committee released its “30 Basic Safety Requirements 
for Generative Artificial Services” and the European Union’s parliament passed its AI Act. 
Many more laws and regulations are affecting artificial intelligence tools are likely to be 
considered by national parliaments over the next decade. 

Article 5 of the EU AI Act contains prohibitions on certain types of AI tools from operating 
within the European Union. Bans of this type fall within Berliner’s 9th criteria of “Legal 
Restrictions” which would preclude insurance providers from offering coverage for certain 
types of AI within certain jurisdictions. 

https://www.gov.uk/government/speeches/opening-remarks-at-the-american-bar-association-aba-chairs-showcase-on-ai-foundation-models
https://ministers.treasury.gov.au/ministers/andrew-leigh-2022/articles/opinion-piece-artificial-intelligence-boom-poses-big-risks
https://arxiv.org/abs/2306.01149
https://www.axios.com/2024/04/30/microsoft-openai-lawsuit-copyright-newspapers-alden-global
https://www.bloomberg.org/news/articles/2024-03-01/ai-firms-face-growing-list-of-lawsuits-here-s-what-to-watch
https://cset.georgetown.edu/publication/china-safety-requirements-for-generative-ai-final/
https://artificialintelligenceact.eu/
https://artificialintelligenceact.eu/article/5/
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Annex III of the EU AI Act lists “High Risk AI Systems” whose operators are subject to more 
stringent obligations under Chapter 3 of that law. In accordance with Berliner’s 8th criteria, it 
is likely that insurance providers may be less likely to offer coverage (or only offer more 
limited coverage at higher premiums) to operators of these heavily regulated AI tools. 

 

7. Current and future generative AI insurance products  

Munich Re has offered a suite of AI risk insurance products (“AISure”) into the market since 
2018. AISure separates specific coverage for third party usage risks, first party usage risks, 
and general liabilities. However, this coverage is not straightforward to purchase. 
Organisations with low levels of AI governance maturity would likely struggle to satisfy the 
evaluation criteria for coverage (extensive questionnaires and interviews, continuous 
monitoring and reporting obligations and the challenge of developing clear metrics). 
MunichRe has excluded significant risks (notably intellectual property, privacy claims, 
environmental and other risks) from coverage under its AISure policies. Claim limits under 
these policies may also leave many organisations facing residual exposure. MunichRe 
states “When using AI, insureds should therefore be aware of potential insurance gaps, 
leaving them exposed to risks caused by their AI models”.  

The cautious approach being taken by insurance providers such as MunichRe to offering 
coverage for AI risks is understandable given their prior experiences with insuring new 
technologies, such as “silent” coverage for cyber-risks (the company had significant 
exposure to NotPetya claims by Merck and Mondelez which were settled out of court). 

As they have done for cyber risks, insurance providers are likely to require deployers of 
generative AI tools to invest in significant risk controls prior to offering insurance coverage. 
Guides like the Five Eye’s “Joint Cybersecurity Information: Deploying AI Systems 
Securely” are starting points that organisations may consider when implementing such risk 
controls, however smaller organisations may be unable to afford to deploy all of those 
controls. 

One method that insurance providers use to reduce their exposure to excessive risks is to 
collaborate to create “insurance towers” whereby coverage for one policyholder’s risk that is 
too large for any one insurance provider is distributed by assembling a “stack” of aligned 
contracts with multiple insurance providers. Whilst these contracts enable the policyholder 
to claim sequentially against the insurance providers until their loss is satisfied, they are not 
a panacea due to (amongst other things) the challenges posed by mis-aligned terms 
between the contracts. 

Another method used by insurance providers to reduce their exposure to hard to measure 
catastrophic risks is through issuing “catastrophe bonds” which offer to institutional 
investors (such as hedge funds and pension funds) relatively high interest rates in return for 

https://artificialintelligenceact.eu/annex/3/
https://www.munichre.com/en/solutions/for-industry-clients/insure-ai/ai-whitepaper.html
https://www.munichre.com/en/insights/cyber/war-exclusions-on-the-cyber-market-taking-the-next-step.html
https://www.reinsurancene.ws/merck-reaches-settlement-with-insurers-over-1-4bn-notpetya-cyber-attack/
https://www.cyber.gov.au/sites/default/files/2024-04/jcsi-deploying-ai-systems-securely.pdf
https://www.cyber.gov.au/sites/default/files/2024-04/jcsi-deploying-ai-systems-securely.pdf
https://natlawreview.com/article/five-tips-building-better-insurance-coverage-tower
https://www.lexology.com/library/detail.aspx?g=85bda5de-339c-44be-b333-f5edbf190f31
https://www.investopedia.com/terms/c/catastrophebond.asp
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taking on short-term catastrophic risks, such as damage from earthquakes and 
hurricanes/cyclones. Based upon natural catastrophe bonds, cyber-risk catastrophe bonds 
entered the capital markets in 2023. Unlike natural disaster catastrophe bonds, cyber-risk 
catastrophe bonds are currently general coverage and have not yet matured to focus upon 
specific risks or geographical areas.  

Whilst AI-risk catastrophe bonds have not yet been issued into the capital markets, 
correlation risks, heavy tail risks and the significant difficulties in accurately pricing AI risks 
are likely to lead insurance providers to seek to offload some of those risks onto investors. 
Consequently, we may see the issuance of catastrophe bonds for AI risks over the next few 
years. 

 

8. Opportunities for internal and external risk management 
experts 

Generative AI tools are likely to exceed most organisations’ risk tolerances. Therefore, 
those organisations will need to implement relevant controls to manage those risks. Most 
organisations are in the early stages of selecting and implementing relevant risk controls, 
so there is a lot of experimentation and learning occurring. As new risks are constantly 
emerging, the effectiveness of existing controls will diminish, requiring constant risk 
assessments. 

To the extent that organisations have followed their traditional risk management processes 
with the expectation of being able to transfer excess risk off their balance sheets through 
insurance, this Whitepaper has identified several classes of risks (Classes 3 and 4 Harms 
above) which may either be uninsurable, or not affordable to insure for many organisations. 
This is likely to result in generative AI tools exposing many organisations’ balance sheets to 
unacceptable levels of risk which cannot be transferred to insurance providers.  

As such, there is an opportunity for both internal risk managers and privacy, security & AI 
risk governance consultants to develop appropriate strategies to respond to these excess 
risk levels. Some organisations may choose to alter their generative AI tool 
implementations to avoid uninsurable excess risks. Many other organisations are likely to 
need to either self-insure or to invest in significant additional controls to rapidly uplift their AI 
governance maturity levels so that their risk exposure is brought within their risk tolerances. 
Identifying appropriate controls to achieve increased AI governance maturity creates 
opportunities for both internal external risk experts to add significant value to organisations. 

 

https://www.businesswire.com/news/home/20240229873024/en/CyberCube-Analysis-of-144A-Cyber-Catastrophe-Bonds-Demonstrates-Potential-for-Risk-Diversification
https://www.munichre.com/en/solutions/for-industry-clients/insure-ai/ai-whitepaper.html
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9. Conclusion 

We are still in the early stages of the Generative AI boom, though perhaps some of the 
more extreme hype surrounding the technology is starting to wear off. As this Whitepaper 
has shown, there are many known risks affecting individuals, developers, deployers and 
end-users of generative AI tools. New risks continue to be discovered daily. Whilst 
deployers may have expected to be able to gain coverage for their generative AI-driven 
business processes, insurance providers face significant challenges when creating and 
pricing such insurance policies. 

Class 4 Harms (and some Class 3 Harms) described above may not be insurable as they 
are likely to be heavy-tailed, highly correlated risks, failing to satisfy some of Berliner’s nine 
criteria for insurability. As various governments develop AI regulatory regimes, bans on 
certain use cases for generative AI tools may render them uninsurable. 

At some point, the occurrence of the first widescale “NotPetya-equivalent” attack on 
generative AI tools will test the insurance market’s tolerance for risk and its capacity to 
absorb correlated losses. 

Over time, as more data becomes available on the rate at which Class 1 Harms and Class 
2 Harms crystallize into losses, insurance providers will be able to apply their actuarial 
models to more accurately price coverage for generative AI tools. However, whether those 
prices are commercially viable for policyholders remains to be seen. Exclusions, claim limits 
and sub-claim limits, etc. are likely to be the subject of intense commercial negotiations, 
with re-insurers likely to drive both clause standardization across the market and 
standardized controls required before policyholders will be able to gain coverage for risks of 
Class 1 to Class 3 Harms.  

Insurance providers are always innovating, and large policyholders seeking cover for the 
risks of Class 3 Harms are likely to need to carefully review the consistency of coverage 
within “insurance towers” whilst AI catastrophe bonds are likely to be launched on the 
financial markets before 2030. 

Fundamental advances in generative AI tools are unlikely to be sufficient to reduce the risk 
of Class 4 Harms. Instead, developers, deployers (and their supply chains) and end-users 
will need to implement a much broader suite of risk governance controls to increase the 
generative AI ecosystem’s overall risk governance maturity before insurance providers may 
be willing (if ever) to offer affordable broad coverage for those risks. Achieving this 
Herculean task will likely require extensive and extended collaboration by researchers, 
governments, businesses, internal control managers, privacy, cyber security & AI experts, 
external consultants and insurance providers. The alternative is that developers, deployers 
and users of generative AI tools will have to self-insure against the risks of Class 4 
Disastrous Harms. 



 

                                                                                                                              20 
 

10. About Privcore 

Privcore’s team with over 40 years’ combined experience helps business and government 
make privacy core business, so they can deliver services with the trust and confidence of 
customers and citizens. Privcore conducts algorithmic impact assessments, privacy impact 
assessments, privacy health checks or audits, data breach prevention and recovery, 
privacy by design, builds privacy programs, provides advice, policies and conducts 
research into privacy, AI and cybersecurity. 

Annelies Moens, CIPP/E, CIPT, FIP, FAICD, CMgr FIML, is the International Association of 
Privacy Professionals (IAPP) Vanguard Oceania 2023 Award recipient for demonstrating 
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